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ABSTRACT

Image stitching is an image processing technique

that combines multiple overlapping images into one.

Classical image stitching extracts common feature

keypoints from input images and use them as

reference points for aligning the images. Convolu-

tional neural network-based image stitching network

combines latent feature vectors to produce stitched

output from input overlapping images. This paper

proposes a transformer-based image stitching network

along with its implementation and training strategies.

Unlike previous methods, the proposed transformer-

based image stitching network explicitly learns to

produce stitched output images from connection

between patches of input images. It achieves 3.7dB

higher PSNR and 0.12 higher SSIM than classical

image stitching technique.
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Ⅰ. Introduction

Classical image stitching techniques use matching

feature keypoints from input overlapping images as

reference points to combine them into one[1]. Feature

extraction algorithms, such as Scale-Inavriant Feautre

Transform (SIFT), are used to acquire feature

keypoints from input images[2]. Random Sampling

Consensus (RANSAC) is used to find matching

features and compute the homography parameters that

can minimize the difference between overlapping

images[3]. Homography parameters from RANSAC

are used to align overlapping images into one.

Classical techniques require fine tuning on feature

extraction, feature matching, and RANSAC. Since

RANSAC conducts random sampling on input feature

keypoints, it produces different outputs at each use.

Depending on the number of features extracted from

input images, RANSAC requires different thresholds

to produce proper output images. Therefore, classical

image stitching algorithms cannot achieve generalized

performance.

Deep learning-based image stitching techniques

train a deep learning network to directly produce

stitched images from input images with overlapping

parts. Convolutional Neural Network (CNN) is often

used to extract local features from input images.

Latent vectors from CNN layers are combined into

one to produce stitched outputs. Since this method

does not create direct connections between features,

CNN-based image stitching network implicitly learns

to stitch overlapping images. Its performance depends

on how input images are overlapped, which leads to

decreased generalization.

This paper proposes the use of transformer for deep

learning-based image stitching. The contribution of

this paper is as follows:

• Transformer-based network is proposed and

implemented for image stitching.

• Training strategies, such as loss function setup and

dataset setup, are proposed to train transformer-

based image stitching network to learn image

stitching from connections between patches of

input images.
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Ⅱ. Transformer-based Image Stitching 
Network

Fig 1 is transformer-based image stitching network

proposed by this paper. It is trained to produce

groundtruth stitched images from two overlapping

images. It receives two overlapping images, Source

A and Source B, as its inputs. As proposed by vision

transformer, the input images are divided into patch

embedding vectors[4]. Groundtruth stitched images are

also divided into patch embedding vectors and

inserted to the transformer as target sequence for the

transformer’s decoder. Same CNN layer with kernel

size 8x8 and stride 8 produces 8x8 image patch

embedding vectors for both input and groundtruth

images. Groundtruth patch embedding vectors are

appended with Start-ofSentence (SOS) token at the

front. SOS token is randomly generated at the

beginning of the training. It is used to indicate the

beginning of input image patch embeddings sequence

during transformer’s training and inference.

Groundtruth patch embeddings appended with SOS

token are inserted to the transformer’s decoder as

target input sequence along with additive target mask

sequence. Transformer’s output embedding vectors

are converted into patches and assembled as an output

image.

Each output embedding vector from transformer is

the outcome from the connections between all the

patches of input source images. While learning to

produce groundtruth stitched images, the transformer

will find which input image patch overlaps with

others. This will be used to stitch two input images

by constructing overlapping parts of groundtruth

images.

(1)

Image stitching task requires high pixel level

accuracy in order to precisely stitch overlapping parts

of input images and produce high quality stitched

outcome with strong details. Transformer has high

level of flexibility and freedom in training due to its

low inductive bias. In order for the transformer to

learn image stitching task and reach convergence

during training, it needs the loss function that can

guide it to produce high pixel level precision.

Pixel-by-pixel L2 loss can be used to achieve high

pixel level accuracy. However, L2 loss is sensitive

to outliers, which can lead to failure during training.

This paper utilizes Huber loss from (1) in order to

achieve high pixel level accuracy and minimize the

effect of outliers during training.

Ⅲ. Training and Experiment Results

Transformer-based image stitching network from

Fig 1 is implemented with PyTorch 1.13[5]. It is

trained on Nvidia GPU by Adam Optimizer with

learning late = 1e-4, b 1 = 0.9, b 2 = 0.999, and e =

1e-8 . It is trained for 70 epochs.

15000 training images, 5000 validation images, and

1000 test images are generated from MS-COCO

dataset[6]. A random section of each image in

MS-COCO dataset is cropped as Source A image.

Source B image is randomly cropped next to Source

A image while maintaining minimum overlap ratio of

30%. Fig 2 shows how each input and groundtruth

data is organized.Fig. 1. Transformer-based Image Stitching Network
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Performance of the proposed transformer-based

image stitching network is evaluated on two metrics:

Peak Signal-to-Noise Ratio (PSNR) and Structure

Similarity Index Measure (SSIM)[7]. Table 1 shows

the network’s performance on training and validation

dataset. It is organized according to overlap ratio

between Source A image and Source B image.

Performance metrics on training dataset and validation

dataset from Table 1 are similar, which indicates that

there is no overfitting in the proposed deep learning

network structure and training setup.

Table 2 shows image stitching performance

between classical method and the proposed method

on test dataset. Classical method is a image stitching

pipeline with SIFT and RANSAC implemented in

OpenCV[8,9]. According to Table 2, the proposed

method achieves higher PSNR and SSIM than

classical method in all overlap ratio conditions.

Fig 3 shows output samples generated from

classical method and the proposed method. Sample

1 and 2 show the cases when stitched outputs are

similar in both classical method and the proposed

method Sample 3 and 4 show that classical method

produces stitched output image with shape distortions

along outer edges even if overlap ratio is high between

source images. However, from source images of

Sample 3 and 4, the proposed method produces

stitched output image with strong similarity in

structure and details to groundtruth images. Along

with results from Table 2, Fig 3 demonstrates that

the proposed method is a viable method for image

stitching applications.

Fig. 3. Stitched Output Samples Test Set

Ⅳ. Conclusion

This paper shows the implementation and training

strategies for transformer-based image stitching

network. This network learns to stitch input

overlapping images based on the connections between

all the input image patches. The proposed method

achieves higher performance in PSNR and SSIM

when compared to classical image stitching pipeline[8].

The proposed method can be further improved by

training the network to achieve perceptual similarity

from VGG loss[10]. With this loss, the proposed

Fig. 2. Groundtruth Setup

Average PSNR [dB] Average SSIM

Overlap Ratio Training Validation Training Validation

30 ∼45% 23.74 23.53 0.75 0.75

45 ∼60% 24.15 24.20 0.77 0.78

60 ∼75% 24.86 24.75 0.80 0.80

Over 75% 26.62 26.60 0.81 0.81

Total Average 24.66 24.58 0.78 0.78

Table 1. Training Result

Classical Method[8]
SIFT + RANSAC

Proposed Method

Overlap Ratio
Average

PSNR [dB]
SSIM

Average
PSNR [dB]

SSIM

30 ∼45% 21.24 0.68 23.73 0.75

45 ∼60% 21.06 0.70 24.26 0.77

60 ∼75% 21.93 0.68 25.01 0.80

Over 75% 20.04 0.60 27.03 0.82

Total Average 21.10 0.66
24.80
(+3.7)

0.78
(+0.12)

Table 2. Image Stitching Comparison
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transformer-based image stitching network can

possess the capability to capture details and styles

during training. With these improvements, it can be

tested on dataset with more challenging homography

conditions.
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